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It is convenient to note that the deviation from the optimal score (N2) is equivalent to the L1

distance between a pair of points 1, σ(1) ∈ SN . Here 1 denotes the optimal ordered list (i.e. a
reference point on the N -sphere), and σ(1) denotes permutations of 1 by σ, with σ an element in
the SN group. The distance reads:

d(1, σ(1)) =
∑
i

|i− σ(i)|, i ∈ N (1)

To see why this is an equivalent form, we can imagine a 2D plane where the x axis represents the
ordered list 1 and the y axis represents the ordered list σ(1). The deviation from the optimal score
(N2) is then given by the L1(x) distance (the sum of L1 distances only in the x coordinate). But
this is equivalent to the L1(y) distance because of the symmetry about y = x. Therefore, the total
deviation from the optimal score is equivalent to the sum of the pairwise difference between the two
lists, which is the same as the L1 distance between two points in a N -sphere with the constraint
that all accessible points are generated by SN group.

This distance is known in statistical and the computer science community as the Spearman’s
Footrule Distance and is well studied by Diaconis and Graham (1977). There the authors proved
the following statistical property:

E[d(1, σ(1))] =
1

3
N2 +O(N) (2)

Var[d(1, σ(1))] =
2

45
N3 +O(N2) (3)

which means the expectation of the score function is

E(S) = N2 − E[d(1, σ(1))] =
2

3
N2 −O(N) (4)

which is consistent with your conjecture; and since the variance is attributed only to the variation
in deviation, we have

Var(S) =
2

45
N3 +O(N2) (5)
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